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Motivating Example of the Week
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… recall this slide …
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Probabilistic Parsing: Motivation
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• Ambiguity, but some parses are more likely than others 

• …
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A few things for your diary …
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Remember ECIR 2021 ?
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ECIR 2021: Plenty of NLE

 10In
fo
Li
ng
 I
 +
 I
I



Text Analytics Meetup
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… also check last week’s 
presentation (video and GitHub) …
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Text Analytics Meetup
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Data Science Meetup
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… over to our final topic …
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NLE Applications
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Some Application Areas

• Question-answering systems 

• Dialogue systems & Chatbots 

• Text summarisation 

• Many types of text classification at the heart of 
current research efforts: fake news, hate speech 
…
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Some common Themes

• Rule-based vs. ML-based systems vs. hybrids 

• Industry vs. academia                                          
(or practical use cases vs. published research) 

• Word embeddings  

• Neural approaches 
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(Factoid) Question-Answering

 19



Question-Answering: IBM Watson 
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QA as Reading Comprehension
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Neural Answer Extraction using BERT
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Dialogue Systems & Chatbots
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Dialogue System Example  
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Dialogue System:  
Slot-Filling Approach
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• A set of slots, to be filled with information of a 
given type

• Each associated with a question to the user



Dialogue Systems: State Architecture
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Chatbot Example  
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Chatbots: IR- vs. Generation-based
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Text Summarisation
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Extractive Summarisation:  
Single-Document
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Extractive Summarisation:  
Query-based Multi-Document 
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Abstractive Summarisation: 
Sequence-to-Sequence Model 
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See et al. (2017) “Get To The Point: Summarization with Pointer-Generator 
Networks ”. ACL.



… without a summary let’s go 
straight here …
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… Outlook on InfoLing II
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• This module covered some of the foundations of 
natural language processing 

• There is a lot more to it (see, for example, the chapters 
we did not cover in the textbook) 

• InfoLing II is the module to take to learn about this 

• You should now have solid knowledge to do well in 
InfoLing II 

• Same underlying theme(s) as we have seen so far 

• Most exciting development in recent (< 5) years are 
neural approaches 

• Looking forward to seeing you next term!



Reading
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• Check out the relevant EACL+ECIR 2021 papers 

• Feel free to look ahead in the Jurafsky & Martin 
textbook at the chapters corresponding to the 
application areas covered today



… and finally …
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… there is so much more to explore
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